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Abstract⎯Based on the concept of the Wiener–Granger causality, a seasonal trivariate analysis of directional
couplings between sea surface temperature variations in tropical latitudes of the Pacific, Atlantic, and Indian
Oceans has been performed. These variations are related to significant modes of regional and global climatic
variability. We have analyzed time series of monthly indices of Pacific Ocean processes of the El Niño/South-
ern Oscillation (ENSO), equatorial Atlantic mode (EAM), and Indian Ocean Dipole (IOD)—along with its
western and eastern poles for the period of 1870–2015. A scheme of interactions between the processes under
study where coupling strength estimates are presented, along with estimates of the season of its maximal value
and the coupling coefficient sign, has been developed. We have found the seasonal influences of ENSO on
the western and eastern poles of IOD, the eastern pole of IOD on ENSO, EAM on ENSO, and IOD on EAM
to be the most significant couplings.
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1. INTRODUCTION
Climatic variations in tropical latitudes due to

anomalies of the sea surface temperature (SSTs) have
a significant effect on the climatic regime of extratrop-
ical latitudes and terrestrial climatic system on the
whole [1]. At the same time, they strongly affect the
economy of regions inhabited by the majority of the
Earth’s population [2].

In tropical regions of the Pacific Ocean (PO), the
key mode of the interannual OST variability is the
El Niño/Southern Oscillation (ENSO) quasi-cyclic
process manifesting itself, in particular, in the increase
in the OST in the eastern and central regions with a
periodicity in the range of 2–8 years. It is associated
with strongest interannual variations in the global sur-
face temperature [1]. The risk of anomalies in the tem-
perature, hydrological, and circulation regimes in the
atmosphere depends on the ENSO not only in tropical
latitudes (see, e.g. [3–8]).

An analog of the ENSO in tropical latitudes of the
Atlantic Ocean (AO) is the equatorial Atlantic mode

(EAM) manifesting itself in OST variations in the east-
ern part of the equatorial Atlantic [9, 10]. However,
contrasts between the eastern and western regions in the
equatorial Atlantic are less than in the Pacific Ocean,
and typical temporal scales of 2–4 years are also less
than for the ENSO. The difference in EAM and ENSO
characteristics is significantly related to the lesser exten-
sion of the Atlantic basin in equatorial latitudes [10].

In tropical latitudes of the Indian Ocean (IO), a sig-
nificant mode characterized by the difference of the
OST in the western and eastern regions of the basin is
the so-called Indian Ocean Dipole (IOD) with its west-
ern (IWP) and eastern (IEP) poles [11]. This mode is
associated with strong regional variations in precipita-
tions in tropical latitudes. Effects of climatic processes
in tropical latitudes of the Atlantic and Indian Oceans
manifest themselves also in extratropical latitudes,
although less significantly than ENSO effects [2].

There are many investigations devoted to climatic
processes occurring in tropical latitudes and having an
effect on the global climate [1]. Of particular impor-
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tance are investigations into the role of different fac-
tors in the SST dynamics of tropical oceans and rela-
tions between them [2, 12–24].

The investigations resulted in obtaining rather con-
tradictory facts about the character of relations, e.g.,
about the directionality of the coupling between the
ENSO and EAM. One of the reasons is probably the
fact that cross-correlation functions and linear regres-
sions of the analyzed characteristics of processes on
simultaneous or preceding values of characteristics of
other processes were the main quantitative tools for
characterizing the couplings [12–14, 19, 23]. These
approaches are good for revealing statistical depen-
dences between processes and are often sufficient in
estimating unidirectional couplings. However, their
possibilities are severely limited when studying mutual
impacts (bidirectional couplings) and do not allow
one to definitely answer the question about cause-
and-effect relations and strength of coupling between
processes (systems) [27–31].

In view of the abovementioned problems, in the
analysis of cause-and-effect relations it is suitable to
pass from the usual cross correlation between the cur-
rent value of one process and the future value of the
second process to their conditional (partial) cross cor-
relation [27–31]. One approach of this kind is the
bivariate Wiener–Granger causality analysis, which is
based on comparing prediction errors of empirical
autoregressive models with allowance for data about
one process and without regard for them when fore-
casting the second process [32, 33].

It is suitable to further develop an analysis of direc-
tional couplings of climatic processes in tropical lati-
tudes of three oceans. In particular, the abovemen-
tioned investigations did not take into account the
possible seasonal dependence of coupling forces and
oscillator properties. In this work, the relationship of
the aforesaid processes is systematically investigated
based on the Wiener–Granger causality analysis with
the use of trivariate autoregressive models with allow-
ance for the possible seasonal dependence of coupling
characteristics.

2. DATA USED AND THEIR 
CORRELATION CHARACTERISTICS

Climatic process in tropical Pacific, Atlantic, and
Indian oceans were characterized by the ENSO,
EAM, and IWP–IEP–IOD indices. The analysis
involved monthly average HadISST data (http://www.
metoffice.gov.uk/) for the SST for the period of 1870–
2015.

The Niño 3.4 index characterizing OST anomalies
in the equatorial region (5° N–5° S, 170°–120° W) was
used as an indicator of the ENSO process. The analysis
was also carried out for the Niño 3 index (5° N–5° S,
90°–150° W) with very close results.

For the Atlantic Ocean, the EAM index was used
(SST in the region of 3° N–3° S, 0°–20° W in the
Atlantic Ocean) by analogy with [10]. The IOD index
was characterized by the difference of SST between the
IWP (SST in the region of 10° N–10° S, 50°–70° E)
and IEP (0°–10° S, 90°–110° E) by analogy with [11].
Together with the IOD index, the indices for its two
poles (IWP and IEP) were analyzed.

When analyzing the series of monthly average data
for the SST from January 1870 to November 2015
(1751 months), the annual cycle was removed by sub-
tracting average values for each month. The remaining
long-period variations on decade scales were also
excluded; they were approximated, in particular, by
quadratic polynomials for the analyzed period. Below,
the following notation is used for the corresponding
variables:  is the ENSO index;  is the EAM index;
and  is the IWP, IEP, or IOD index.

Features of the analyzed data are characterized in
Fig. 1: average values of initial SSTs (Fig. 1a) and sea-
sonal root-mean-square values of the indices , ,
and  (Fig. 1b), as well as autocorrelation functions
(ACFs) of these indices (Fig. 1c). The characteristic
time of the ACF drop (to 1/e) for ENSO is 7 months,
for EAM it is 4 months, for IWP it is 5 months, for IEP
it is 4 months, and for IOD it is 3 months.

An analysis of cross correlation functions (CCFs)
allows one to reveal the presence of couplings (Fig. 2),
but not the action in a specific direction. In particular,
in the appearance of the CCF for ENSO and IEP, one
can suppose the unidirectional influence of ENSO on
IEP (Fig. 2b) but the results of the analysis of direc-
tional couplings in this work testify also about the
strong impact of IEP on ENSO; at the same time, the
impacts of ENSO and IEP on each other are of differ-
ent signs.

3. METHOD OF ANALYZING 
DIRECTIONAL COUPLINGS

The applied method of coupling estimation [32, 33]
is based on an analysis of the Granger causality also
called the Wiener–Granger causality [20, 27–30]. In
the case of analyzing two processes  and , the
impact of the process  on the process  is charac-
terized as the degree of dependence of the current
value  on preceding values  at fixed preceding val-
ues . A quantitative measure of the directional cou-
pling is the difference between variances of prediction
errors of two empirical autoregressive (AR) models—
with allowance for  and without regard to them. If
the third process  is taken into account, both the pre-
diction errors are calculated for models with allowance
for . This brings the obtained characteristic closer to
the estimate of the direct effect of  on , i.e., the
effect not via the chain  → xi → . Like any empir-
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ical approach, Wiener–Granger causality estimation
does not guarantee the uncovering of the cause-and-
effect relation [34, 35], but is often much more effec-
tive than the approach based on the CCF analysis. The
possibilities and features of the used method were con-
sidered, e.g., in [34–36].

The variance of the error of the process  pre-
dicted using an individual AR model divided by the
variance  is denoted as , with index k characteriz-
ing the oceanic basin—P, A, and I for the PO, AO, and
IO, respectively. In the analysis with special attention to
IWP and IEP in the IO, we use for the index k the cor-
responding notations IW and IE. The order of AR mod-
els is determined using the Schwarz criterion [29, 30]
and is denoted as . The models used were only linear
because the introduction of nonlinearity for the ana-
lyzed relatively short time series leads to a decrease in
the statistical significance of the results and, compli-
cating the analysis, often leaves the conclusions
unchanged [29, 30]. For normalized improvements of
the prediction, the following notation is introduced:

 = , where  ,

 is the prediction error of the bivariate AR model
of the process ; the model contains  preceding
values of the process  and the quantity  is deter-

kx

kx σ2
k

kd

→j kG σ − σ σ2 2 2
, ,( )k k j k j ∈, { , , },j k P A I ≠j k

σ2
,k j

kx ,k jd
jx ,k jd

mined by minimizing the estimate of the statistical sig-
nificance level  obtained by the F-test with the
Bonferroni correction [29, 30, 37]. The less —
the estimate of probability of a random error—the
more reliable the conclusion about the presence of the
impact . Values of  characterize the inten-
sity of the coupling  [38] under conditions dis-
cussed in detail in [35, 36]. For clarity, they can be
expressed in percentage. In the scope of linear AR
models with allowance for the time of decorrelation of
the analyzed processes (3–7 months), values of 
on the order of several percents are very significant for
the observed variability and can correspond to a five-
or sixfold larger unidirectional long-term effect—to an
increase in the variance of the process  with the
introduction of the coupling  to the AR model
when compared to the case of the absence of couplings
[39]. The analysis involved the coefficient of propor-
tionality between  and long-term effect depend-
ing on the time of process decorrelation, as well as the
correction for the nonlinearity of this dependence at
sufficiently strong couplings [39].

If the third process  is taken into account, the
coupling  is characterized using the notation

 = , where  is the predic-
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Fig. 1. Characteristics of the series under study for the ENSO, EAM, IOD, IWP, and IEP indices: (a) average many-year annual
behavior of the SST and (b) corresponding root-mean-square deviations, (c) autocorrelation index functions of the gap, and
(d) normalized errors of predicting individual seasonal AR models depending on month.

1284
22

0

τ, months

τ, monthsτ, months

26

28

24

30 0.4

0

–0.4

–0.8

–1.2

–1.6

1284
0.5

0

0.8

0.9

0.6

0.7

1.0

12840

0.4

0.6

0.2

0.8

6040200

2σx (τ)

std(xp), °C

0.4

0.8

0

0.6

0.5

0.4

0.3

0.2

Lag, months

ENSO

EAM

IOD

IWP

IEP

ENSO

EAM

IOD

IWP

IEP

(a) (b)

(c) (d)

T, °C ΔT, °C

cxx

std(xA, xI), °C



616

IZVESTIYA, ATMOSPHERIC AND OCEANIC PHYSICS  Vol. 53  No. 6  2017

MOKHOV, SMIRNOV

tion error of the trivariate AR model containing 

values of the process . The value  is determined

also by minimizing the significance level estimate

. In the obtained AR model, the impact

 can be described not by one but by several (if

 > 1) coupling coefficients, which can have differ-

ent signs. In this case, to characterize the “sign” of this

coupling, it is suitable to highlight coupling coeffi-

cients that are maximum in the absolute value and

presented below. When compared to bivariate analysis,

taking into account the third process yields additional

information. No conclusion about the presence of the

direct impact  can be made if the quantity 

is insignificant. At the same time,  can be signif-

icant when  is insignificant. This is implemented

if the coupling  occurs both directly and via the

process , even with different signs, and the total

impact is weak; or, if  and  do not depend on each

other and both have an effect on the process . In
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these two cases,  the trivariate analysis is more sensi-

tive for revealing the coupling when compared to the
bivariate one.

In the analysis without taking into account the sea-
sonal dependence, the corresponding coupling charac-
teristics are hereinafter called nonseasonal. If the cou-
plings significantly depend on the season and have dif-
ferent signs in different seasons, the nonseasonal

(integral) estimate of  can turn out to be almost
zero and the coupling will not be revealed. For the pro-
cesses considered in this work, the seasonal dependence
of couplings and individual parameters can be strong
due to the annual change in average climatologic char-
acteristics, e.g., the ocean thermocline depth.

Coupling characteristics with allowance for the
seasonal dependence with a period T (discrete time
steps) were obtained using a modified method [40] in

which the predicted values of the process  corre-
sponded to the chosen season  and the analysis was
carried out separately for each  from 1 to T. For the
analysis of monthly average data, T = 12 (from Janu-
ary to December); for the seasonal (three-month) data

→i kG
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Fig. 2. Cross-correlation functions of the analyzed time series: (a) between ENSO and EAM, thick line; between ENSO and
IOD, thin line; (b) between ENSO and IWP, thick line; between ENSO and IEP, thin line; (c) between IWP and IEP, thick line;
between EAM and IOD, thin line; and (d) between EAM and IWP, thick line; between EAM and IEP, thin line. Vertical intervals
are standard deviations of estimates by Bartlett’s formula with allowance for autocorrelations.
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averaging, T = 4 (in tropical latitudes, the seasons were
defined as for the Northern Hemisphere: winter, from
December to February; spring, from March to May;
summer, from June to August; and autumn, from Sep-
tember to November); and, for data with semi-annual
averaging (intervals from November to April and from
May to October), T = 2. All characteristics were deter-

mined as functions of : , , ,

, , , and  with

allowance for an additional Bonferroni correction for
trials of different . The conclusion about nonzero

 is made at the final significance level  if the

pointwise significance level  is less than .

Conclusions with the final significance level

 are usually considered sufficiently reliable.

In the case of very small , below it is stated

only that  (a reliable conclusion).

4. RESULTS

The main results are presented for the most
detailed—monthly—resolution. Together with this,
the analysis was carried out for the 3- and 6-month
resolution, because a rougher resolution can be useful
if the couplings manifest themselves only on long time
intervals. It results are presented selectively.

To represent the accuracy of predictions of the
obtained AR models, Fig. 1d presents seasonal depen-
dences of prediction errors of individual AR models.
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The prediction errors are minimum for the ENSO
index and maximum for the IO indices.

4.1. Estimates of the Mutual Influence of the AO and PO

The nonseasonal bivariate analysis by monthly data
reveals a statistically significant influence of EAM on

ENSO ( ) with a lag of  months

and negative coupling coefficient (–0.14 with a delay
of 2 months). According to [39], with allowance for

the decorrelation times 7Δt for  and 3Δt for , the

long-term effect of the coupling  (the unidirec-

tional contribution of  to the variance of ) was

estimated as . Results of the trivariate

analysis with allowance for  are similar. When using

the IOD index as , there are no differences between

 and . When using the IWP or IEP indices,

the value was  = 1.6% with a unidirectional con-

tribution of  to the variance of ; the contribution
was estimated as 10%. This slightly differs from results
of the bivariate analysis.

With allowance for the seasonal dependence
(Figs. 3a, 3c), the statistical significance of all estimates
of the impact of EAM on ENSO is not so high, which is
related to the reduction in data amount. In the bivariate
analysis, a statistically significant impact of EAM on

the May ENSO regime was revealed:  = 7%, final

significance level , lag of 1 month, and
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Fig. 3. Seasonal analysis of couplings between ENSO and EAM at month resolution: (a, b) characteristics of coupling (normal-
ized improvements of the forecast) and (c, d) corresponding estimates for pointwise (for each individual month) significance. The
horizontal dashed line is the level of 0.004 corresponding to the final significance level of 0.05. The left column (a, c) shows esti-
mates of the EAM influence on ENSO; the right column (b, d) shows the influence of ENSO on EAM.
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coupling coefficient –0.24 with an error of 0.22. With
allowance for the IWP or IOD indices, the impact on
the May ENSO regime also becomes insignificant
(Figs. 3b, 3d); however, in the analysis of data with a
3-month resolution, a statistically significant esti-
mate of the EAM impact on the spring ENSO regime
was obtained even with allowance for the IWP or
IOD indices.

Therefore, according to our results, the EAM
impact on ENSO manifests itself with a lag of 2 months,
negative coupling coefficient, and maximum in the
spring season. The impact slightly depends on the IO

state. It can cause up to 10% of variance of the index .

The impact of ENSO on EAM in the nonseasonal
bi- and trivariate analysis of data with a monthly (and
rougher) resolution was not revealed. This testifies to
the unidirectional coupling between EAM and
ENSO, which was mentioned in [20, 22, 23].

In the seasonal bivariate analysis, the results are in
general similar with a single exception. The depen-

dence of December  the November index  is sig-

nificant (Fig. 3c):  = 12%, the final level

, lag of 1 month, and coupling coef-
ficient of 0.09 with an error of 0.02. However, this
dependence is insignificant with allowance for the
IWP or IOD indices and, therefore, can be caused by
the impact of the IO on ENSO and EAM.

4.2. Estimates of the Mutual Influence of the AO and IO
The nonseasonal analysis of monthly data shows a

statistically significant dependence of EAM on the

IOD index (  = 0.3%, p = 0.02) and, somewhat

weaker, on the IWP index ( , p = 0.05),
although both the dependences are rather weak. At the
same time, they manifest themselves noticeably more
strongly in the analysis of data with 3-month resolu-

tion: the influence of IOD with , positive
coupling coefficient, and lag of 3 months is significant
at a level p = 0.001; the IWP influence is close in mag-
nitude but has a longer lag (6 months) and is less sig-
nificant (p = 0.007). The mentioned characteristics of
the lag testify that this coupling takes place on time
scales larger than 1 month. Taking into account ENSO
does not change these results. It should be noted that
the dependence of the EAM index on IO indices
(especially on IOD) was established reliably, in con-
trast to the dependence of EAM on ENSO.

The seasonal bivariate analysis yielded a significant
estimate of the IWP influence on the December EAM

regime:  = 10%,  < 0.0001, and lag of
1 month. The estimate of the IWP influence on the
October EAM regime is significant and close in mag-
nitude. The influence of IOD on EAM is somewhat
less. In the seasonal trivariate analysis with allowance
for ENSO, these influences become insignificant by
analogy of how the influence of ENSO on EAM

Px
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becomes insignificant with allowance for the IWP or
IOD regime. However, in the analysis of data with a
3-month resolution, dependences of the winter EAM
regime on the IWP and IOD indices with allowance
for ENSO become closer to significant ones (although
only at level p = 0.1); at semiannual resolution, the
influence of IWP on the EAM regime in November–
April is significant at a level of 0.01 also with allowance
for the ENSO index.

It should be noted that the impact of the IO on
EAM is revealed more stably at different time resolu-
tions when compared to the impact of the PO on
EAM. Together with the revealed significant impact of
IOD (IWP) on EAM in the seasonal trivariate analy-
sis, this testifies about the manifestation of the IOD
(IWP) impact on EAM. As for the winter EAM
regime, it strongly depends on the IO or ENSO indi-
ces or on both factors, which cannot be established
more exactly by available data due to the correlation of
the ENSO and IO indices.

As for the impact of EAM on processes in the IO,
it does not manifest itself in the nonseasonal bivariate
analysis. However, with allowance for ENSO, there

appears the dependence of IWP on EAM (  =

0.5%, p = 0.002) and a somewhat weaker dependence

of IEP on EAM (  = 0.3%, p = 0.03). The

impacts of EAM on regions of IWP and IEP have the
same positive sign and close coupling coefficients.
The dependence of the IOD index on EAM is absent
at any time resolution. According to these results, an
increase in the EAM index leads to a weak—approxi-
mately similar in IWP and IEP—increase in the SST in
the equatorial IO without an effect on the IOD index.
The couplings are really weak—the presented
improvement of the EAM prediction with allowance
for the IWP index corresponds to the estimate of the
long-term contribution of this coupling to the IWP
variance of not more than 2%. In the seasonal analy-
sis, the dependence of processes in the IO on EAM is
insignificant.

4.3. Estimates of the Mutual Influence of the PO and IO

The bivariate nonseasonal analysis by monthly data
reveals a strong impact of ENSO on Indian Ocean
processes, especially on the western pole of the dipole:

 ≈ 8%, , and lag of 1 month. The esti-
mate of the unidirectional long-term contribution [39]
of ENSO to the variance of the IWP index is 35%. The
ENSO impact on the eastern pole of the dipole is

somewhat weaker:  ≈ 5%, , lag of
3 months; the long-term ENSO contribution to the
variance of the IEP index is estimated as 25%. Both
the impacts are with a positive coupling coefficient.
The ENSO impact on the IOD index is weak,

, and the significance is not high, p = 0.04.
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The seasonal analysis reveals a significant ENSO
influence on Indian Ocean processes characterized by
the three indices used. In general, the strongest impact
was revealed on the IWP region. It is statistically sig-
nificant in all months but July. It is maximum in Octo-

ber (  = 23%, , lag of 1 month, and
the coupling coefficient of 0.12 with an error of 0.02).
In winter months, the ENSO impact on the IWP
region is weaker. At the same time, a strong ENSO
impact on the IEP region appears; this impact is sig-
nificant from November to April, but is maximum in
winter. The maximum value is reached in January

(  = 25%, , lag of 1 month, and the
coupling coefficient of 0.13 with an error of 0.02).

The ENSO influence on the IOD index is weaker; it
manifests itself from August to October, with a maxi-

mum in October (  = 11%, , lag of
1 month, and a coupling coefficient of 0.13 with an error
of 0.03). The latter manifests itself due to the ENSO
impact on the IWP region, not on the IEP region. A
rougher time resolution yields the same results, which
verifies the continuous ENSO impact on IWP with the
maximum influence on the autumn IWP regime, as
well as the ENSO impact on the winter IEP regime and
on the autumn IOD regime. In the trivariate analysis
with allowance for EAM, the estimates are almost the
same. In general, a strong ENSO impact on the SST
regime takes place in the Indian Ocean. In addition to
the nonseasonal analysis, which revealed a stronger
impact on the IWP region, seasonal estimates testify
that the ENSO impact from spring to summer is con-
siderably stronger on the IWP region; in winter it is
stronger on the IEP region.

The impact of Indian Ocean processes on ENSO
manifests itself in the nonseasonal bivariate analysis
by monthly data. The IEP inf luence is the strongest:

 ≈ 4%, , lag of 5 months, with a nega-
tive sign. The unidirectional contribution of SST
variations in the IEP region to the variance of the
ENSO index is estimated as 20%. The dependence of
ENSO on the IOD index manifests itself more

weakly:  ≈ 2%, , and a lag of 6 months.

The impact of IWP is weaker:  ≈ 1%, .
The nonseasonal trivariate analysis with allowance
for EAM yields close results, with some decrease in
estimates of the impact force.

The seasonal analysis revealed the strongest impact
of Indian Ocean processes on ENSO when using the
IEP index: this is the influence on the August ENSO

regime (  = 9%, , and lag of 2 months;
the coupling coefficient with a lag of 2 months is –0.4
with an estimate of the error of 0.13) and on the June

regime (  = 5%, , lag of 1 month, and
coupling coefficient of –0.32 with an estimate of the
error of 0.11). This impact also manifests itself with
allowance for EAM. The IWP impact on the May and

→ (10)P IG −< 4
10p

→1 3(1)G −< 4
10p

→ (10)P IG = 0.0003p

→I PG −< 4
10p

→I PG −< 4
10p

→I PG = 0.001p

→I PG = 0.01p

→I PG = 0.05p

June ENSO regimes is somewhat less significant and
has a longer lag; however, it becomes insignificant with
allowance for EAM. The seasonal analysis did not
reveal the dependence of ENSO on the IOD index.

4.4. Analysis of Couplings with the Simultaneous Taking 
into Account the IWP and IEP Indices

To characterize the part of each of the IOD poles,
as well as of the IOD and average SST for IEP and
IWP (we denote it as IOD(a)), the triples ENSO–
IEP–IWP, ENSO–IOD–IOD(a), EAM–IEP–IWP,
and EAM–IOD–IOD(a) were analyzed.

Nonseasonal analysis verifies that the dependence
of ENSO on IWP and other IO indices does not man-
ifest itself if IEP is taken into account. The results tes-
tify that the IO has an effect on ENSO only via the
eastern pole. This is also corroborated by the seasonal
analysis with a monthly resolution. The IWP impact
on ENSO manifests itself only at 3-month and semi-
annual resolution (mostly on the summer regime).

As for couplings within the IO, the estimates testify
about the IEP impact on IWP with the negative sign
and IWP impact on IEP with the positive sign. The
impact of IOD on IOD(a) with the positive sign and
that of IOD(a) on IOD with the negative sign also take
place. These interregional interactions within the IO
are not very strong—they are weaker than the interac-
tion of individual IO regions with ENSO. They are
stronger than couplings of the IO and EAM. Taking
them into account in general has no effect on the con-
clusions made above about the mentioned different
part of the IWP, IEP and IOD indices as indicators of
processes in regions of the equatorial Indian Ocean in
the analysis of couplings with processes in equatorial
Pacific and Atlantic oceans.

4.5. General Scheme of Key Couplings

Figures 4a and 4b present a scheme characterizing
the main, most significant, and stable couplings
revealed in this work. The arrows show directions of
couplings, and line thickness qualitatively character-
izes the relative force of the couplings. Table 1 shows

values  for a one-month-ahead forecast, signif-

icance level , maximum in absolute value

coupling coefficient in the AR model (аmax), lag of

coupling (number of coupling coefficients  mul-

tiplied by  month), and the season of the max-
imum manifestation.

The strongest couplings were revealed between
ENSO and Indian Ocean processes. El Niño phe-
nomena lead to an increase in temperature both in
the IWP region and in the IEP region (Fig. 4b). In
this process, the SST first increases in the IWP
region (lag of 1 month; the inf luence manifests itself
maximally in the autumn season, although is also

→j k iG

→( )j k ip G

, ,k i jd
Δ = 1t
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large in other seasons). Then, the OST increases in
the IEP region (the lag of the coupling is 3 months;
the inf luence manifests itself maximally in the winter
season). The SST in the IEP region increases both
under the direct impact of ENSO and under the

impact of IWP. The inf luence of ENSO on the IOD
index is much weaker (Fig. 4a). This points to the fact
that El Niño favors the relatively homogeneous
increase in the SST in the equatorial IO, not the
change in the SST zonal gradient. In turn, the

Fig. 4. Schemes of the revealed couplings between OST variations of tropical oceans: (P) Pacific, (А) Atlantic, and (I) Indian:
when using (a) IOD or (b) IWP and IEP for the characterization of processes in the Indian Ocean. Solid lines characterize
impacts with positive coupling coefficients, dashed lines show impacts with negative coefficients, and the dotted line (P → I)
shows impacts with coupling coefficients with different signs—their sum is close to zero. Thick lines characterize the most signif-
icant couplings: (a) EAM and IOD on ENSO and (b) ENSO on IWP and IEP (and, somewhat weaker, EAM and IEP on ENSO).
Quantitative characteristics of the relations are presented in Table 1.

ENSO

ENSO

EAM

EAM

IOD

IWP IEP

I→A

A→P

I→P

P→I

A→IW
A→IE

A→PIW→A

IW→IE

IE→IW

IE→P

P→IE
P→IW

(a)

(b)
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increase in temperature in the IEP region has a
strong effect on the SST in the region of the El Niño
formation (in the region of Niño 3.4, the effect is
maximum for the summer season) with a negative
coupling coefficient. This must favor the formation
of a La Niña type regime with negative anomalies of
the SST in equatorial PO regions. The impact of the
IO on ENSO is implemented via SST variations in
the IEP region (Fig. 4b). According to the obtained
estimates of (unidirectional) long-term effects [39],
the ENSO inf luence can cause up to 35% of the vari-
ance for the IWP index and 25% of the variance for
the IEP index. The inf luence of SST variations in the
IEP region, in turn, can cause up to 20% of the vari-
ance of the ENSO index.

The interaction between EAM and the mentioned
processes manifests itself much more weakly. Only the
impact of EAM on the ENSO regime (maximally, in
spring) manifests itself noticeably with a lag of 2 months
and negative coupling coefficient; i.e., the increase in
the SST in the eastern equatorial Atlantic favors man-
ifestations typical for the La Niña phenomena in the
PO. The (unidirectional) EAM contribution to the
variance of the ENSO index is estimated as about
10%. The EAM impact on IWP and IEP is much
weaker (Fig. 4b): less than 1% of the improvement of
the monthly forecast and unidirectional contribution to
the variance of no more than 2–3%, without clear max-
imums in the annual cycle, and positive coupling coef-
ficients (an increase in the SST in Atlantic causes a
weak growth of the SST both in IWP and in IEP).

Nonseasonal analysis reveals the impact of IOD
(Fig. 4a) and, just weaker, of IWP (Fig. 4b) on EAM.

This is inf luence with a positive coupling coefficient;
its unidirectional contribution to the EAM variance
is no more than 2–3%. As for the inf luence of ENSO
on EAM, it does not manifest itself in nonseasonal
analysis.

A dependence of the winter EAM regime on ENSO
or on IOD (or IWP) was revealed. The high correla-
tion between winter indices of ENSO and IWP com-
plicates revealing a preferable interaction process from
the available data. The average impact of IOD (IWP)
and ENSO on EAM for all seasons manifests itself
weakly in all cases (Figs. 4a, 4b).

5. CONCLUSIONS

The new results corroborate only some of the
hypotheses, mechanisms, and coupling estimates pro-
posed earlier. Our results significantly specialize esti-
mates of couplings in tropical latitudes of three oceans
with allowance for the seasonal dependence. The pres-
ence of the EAM impact on ENSO with a negative
coupling coefficient is corroborated as in [20, 22, 23].
Seasonal analysis reveals that this impact is maximum
in the spring season of the Northern Hemisphere. No
impact of ENSO on EAM was revealed on average for
all seasons, in contrast to [12, 14], and the impact of
IO on EAM takes place, although relatively weakly.
We noted that, in the winter season, the dependence of
EAM on IOD (IWP) or on ENSO, or on both pro-
cesses, appears. The results testify only about rather
weak EAM impacts on Indian Ocean processes.

The ENSO impact on Indian Ocean processes,
which was frequently mentioned earlier, has been cor-

Table 1. Characteristics of main revealed relations

Improvement of a one-month-ahead forecast in nonseasonal trivariate analysis , significance level , maximum in the

absolute value coupling coefficient in the AR model amax with a 95% confidence interval, lag of the coupling, and season of the maxi-

mum manifestation of the coupling (lines indicates the absence of a clear maximum in the seasonal analysis). The most significant cou-

plings are highlighted (corresponding to the thick arrows in Fig. 4).

, % amax Lag, months
Season

of the maximum

A → P 1.6 <0.0001 –0.13 ± 0.06 2 Spring NH
I → P 1.8 <0.0001 0.14 ± 0.05 1 –
IW → P 0.6 0.02 –0.11 ± 0.10 3 –

IЕ → P 3.6 <0.0001 –0.12 ± 0.08 5 Summer NH

P → I 0.7 0.04 No clear maximum among 

six coupling coefficients

6 Autumn NH

P → IW 7.5 <0.0001 0.07 ± 0.01 1 Autumn NH

P→ IЕ 5.3 <0.0001 0.04 ± 0.03 3 Winter NH

I → A 0.4 0.01 0.05 ± 0.04 1 Winter NH

IW → A 0.2 0.05 0.04 ± 0.04 1 Winter NH

A → IW 0.5 0.002 0.03 ± 0.02 1 –

A → IE 0.3 0.03 0.02 ± 0.02 1 –

→i j kG →( )i j kp G

→i j kG →( )i j kp G
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roborated. In connection with this, a stronger ENSO
impact on IWP, as well as the impact of the IEP and
IOD regimes on ENSO, have been revealed. The
impact of ENSO on IOD is estimated as weak and is
not highlighted among main results (in contrast to [22,
24]). It is natural to relate the somewhat larger part of
this impact in [22, 24] to the difference in methods of
analysis and smaller amount of the analyzed data. In
this work, the analysis involved AR models with opti-
mally tuned dimensions (not the a priori given dimen-
sion 1 or 2) and the analyzed time interval is three
times as long as in [22]. Along with it, in this work the
significance of conclusions is estimated; in [24], only
point estimates were presented. According to the
results for the seasonal dependence, the ENSO impact
on the autumn (for the Northern Hemisphere) IWP
regime and, then, on the winter IEP regime is stron-
gest. The inverse impact of Indian Ocean processes is
implemented via SST variations in the IEP region with
a maximum in summer.

Thus, the seasonal trivariate analysis resulted in
additional characteristics of couplings between ENSO,
EAM, and IOD (IWP, IEP) when compared to previ-
ous works. Among the results, seasonal characteristics
of the EAM impact on ENSO, the ENSO impact on
the IWP and IEP regime, the impact of the IEP
regime on ENSO, and the impacts of IWP and IOD
regimes on EAM can be treated as the main ones.
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