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Spike–wave discharges (SWDs) are the main manifestation of absence epilepsy. Their occurrence is dependent
on the behavioral state, and they preferentially occur during unstable vigilance periods. The present study inves-
tigatedwhether the occurrence of SWDs can be predicted by the preceding behavioral state andwhether this re-
lationship is different between the light and the dark phases of the 24-h day.
Twenty-four-hour (12:12 light/dark phases) electroencephalographic (EEG) recordings of 12 Wistar Albino
Glaxo, originally bred in Rijswijk (WAG/Rij) rats, awell-known geneticmodel of absence epilepsy,were analyzed
and transformed into sequences of 2-s length intervals of the following 6 possible states: active wakefulness
(AW), passivewakefulness (PW), deep slow-wave sleep (DSWS), light slow-wave sleep (LSWS), rapid eyemove-
ment (REM) sleep, and SWDs, given discrete series of categorical data. Probabilities of all transitions between
states and Shannon entropy of transitions were calculated for the light and dark phases separately and statisti-
cally analyzed.
Common differences between the light and the dark phases were found regarding the time spent in AW, LSWS,
DSWS, and SWDs. Themost probable transitionswere that AWwas preceded and followed by PW and vice versa
regardless of the phase of the photoperiod. A similar relationship was found for light and deep slow-wave sleep.
The most probable transitions to and from SWDs were AW and LSWS, respectively, with these transition likeli-
hoods being consistent across both circadian phases. The second most probable transitions around SWDs ap-
peared more variable between light and dark. During the light phase, SWDs occurred around PW and
participated exclusively in sleep initiation; in thedark phase, SWDswere seenon both, ascending anddescending
steps towards and from sleep. Conditional Shannon entropy showed that AWandDSWS are themost predictable
events, while the possible prediction horizon of SWDs is not larger than 4 s and despite the higher occurrence of
SWDs in the dark phase, did not differ between phases.
It can be concluded that although SWDs showa stable, strong circadian rhythmwith a peak in number during the dark
phase, their occurrence cannot be reliably predicted by the preceding behavioral state, except at a very short time base.
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1. Introduction

Bilateral, symmetrical, and synchronous spike–wave discharges
(SWDs) are the electroencephalographic (EEG) hallmarks of absence ep-
ilepsy syndromes belonging to the group of genetic generalized epilepsies
(GGE) [1,2]. Clinically, SWDs are accompanied by sudden arrest of ongo-
ing activity, reduced awareness, and responsiveness lasting on average of
a few seconds [3]. Initiated by a cortical focus, this particular epileptic
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activity ismaintained by the cortico-thalamo-cortical network that is also
engaged in vigilance control andmanifestation of sleep–wake states [4,5].
Indeed, a strong, well-documented relationship between SWDs and the
vigilance level exists. Absences are most numerous during stages I and II
of slow-wave sleep, and least frequent during REM(rapid eyemovement)
sleep [6].Whenemerging fromwakefulness, they usually occur during in-
activity and drowsiness, less often during high arousal states such as
physical and engagingmental activity [7,8]. Such dependence determines
a nonrandom distribution of absences across the circadian cycle [9,10].

Knowledge about when seizures are occurring possesses large clini-
cal utility. This principle is appliedwhen seizure provocation techniques
are used to facilitate the diagnosis, and sleep deprivation, a major factor
precipitating seizures, is commonly used as a diagnostic tool [11,12].
Other examples of factors that influence the presence and timing of sei-
zures are age of the patients and the localization of the focus, both ap-
peared to be good predictors for the occurrence of epileptic discharges
[13]. Themain goal of epilepsymanagement is complete seizure control,
and given that pharmacological treatment is ineffective in about 30% of
patients, novel approaches based on seizures prediction are currently
developed [14,15].

TheWAG/Rij strain of rats is awell-known, extensively validated an-
imal model of childhood absence epilepsy (CAE), one of the GGE syn-
dromes [16]. A number of factors influencing the probability of seizure
occurrence in this strain have already been explored, such as the age
of the rats [17,18], the circadian timing system [19,20], and sex hor-
mones [21]. Mathematical approaches were also used to describe the
timing of seizures' occurrence such as time series analysis of a binary
SWDs' signal constructed from long-term EEG recordings [22], the haz-
ard rate, the conditional probability that a seizure starts in the time in-
terval [t,t Δ], given that no seizure has started in the time interval [0,
t] [23], and whether principles of intermittency (irregular alternation
of phases of apparently periodic and chaotic dynamics) can be demon-
strated [24,25]. Other approaches that were used to predict the SWDs'
occurrence were based on time-frequency analyses of cortical and tha-
lamic preictal EEG [26], multichannel network analysis of preictal EEG
correlates [27–30], and multichannel synchronization analysis [15]. Fi-
nally, considering that SWDs in WAG/Rij rats are strongly influenced
by vigilance, analysis of the level of vigilance, ormore precise, the differ-
ent sleep–wake states precipitating the occurrence of SWDs was used
[31]. Passive wakefulness (PW) and light slow-wave sleep (LSWS)
were found to be favorable, while active wakefulness (AW), deep
slow-wave sleep (DSWS), and REM sleep were found to be unfavorable
for the occurrence of SWD [32].

The goal of the present study was to assess whether the occurrence
of SWDs can be reliably predicted based on the occurrence of sleep–
wake states as assessed during a 24-h period. Conditional probabilities
combined with Shannon entropy were used considering interdepen-
dencies between the time series created from individual hypnograms.
Considering the presence of a circadian rhythm of SWDs and the fact
that the majority of the previous studies were restricted to either one
phase of the photoperiod or single hours only, a distinction with regard
to the light and the dark phases, respectively, has been made.

2. Material and methods

2.1. Animals

Twelve adult, male WAG/Rij rats (Harlan, the Netherlands)
weighting 315 g ± 12 g (about eight months of age at time of surgery)
were used. Animals were singly-housed in individually ventilated Plex-
iglas cages (25 × 22 × 18 cm) in a sound-attenuated room and con-
trolled environmental conditions (temperature: 22 ± 2 °C; humidity:
60%; 12:12 light–dark cycle; white lights on at 05:00 am, off at
17:00 pm; light–dark switch via a dusk-dawn transition of 10 min;
light intensity: ≈100 lx) throughout the experiment, as well as during
the recovery period after the surgery. Standard laboratory chow (SAFE
A04, Augy, France) and tap water were available ad libitum. All proto-
cols have been carried out in accordance with the guidelines of the As-
sociation for Assessment and Accreditation of Laboratory Animal Care
International (AAALAC), and of the European Communities Council Di-
rective of 24 November 1986 (86/609/EEC) and were approved by the
Janssen Pharmaceutica Ethical Committee. Every effort was made to
minimize animal use and disturbances in animal well-being. In case an-
imals could not be reused, they were euthanized at the end of the study
by a conventional rodent CO2 euthanasia procedure.

2.2. Surgery

Preceding surgery, the analgesic piritramide (Dipidolor; Janssen
PharmaceuticaNV, Belgium)was administered. Under deep isoflurane in-
halation anesthesia (i.e., a mixture of O2, N2O, and 2% isoflurane), seven
stainless steel fixing screws (diameter: 1 mm) were inserted bilaterally
in the left and right hemispheres, respectively, along the antero-
posterior axes in the following coordinates: anterior-posterior (AP):
2 mm, lateral (L): ±2 mm; AP: −2 mm, L: ±2 mm; and AP: −6.6 mm,
L: ±2 mm from Bregma; and referenced to the same ground electrode
place midline above of the cerebellum. The incisor bar was −5 mm
under the center of the ear bar [33]. In addition, stainless steel wire elec-
tromyography (EMG) electrodes were placed in the muscles of the neck
(7N51465T5TLT, 51/46 Teflon Bilaney, Germany). Electrodes were con-
nected to a pin (Future Electronics: 0672-2-15-15-30-27-10-0) with a
small insert (track pins; Dataflex: TRP-1558-0000) and were fit into a
10-holes connector, then the whole assembly was fixed with dental ce-
ment to the cranium. Rats were allowed to recover at least 10 days after
surgery.

2.3. EEG and EMG recordings

Rats, while staying in their home cages, were placed in the sound-
attenuated recording boxes and connected by a cable to rotating
swivels, allowing free movement during recording procedures. Rats
were allowed to habituate to the recording set-up for 24 h preceding
the experiment. Continuous EEG and EMG signals were acquired at a
2-kHz sample rate with an input range of ±500 mV through a Biosemi
ActiveTwo system (Biosemi, Amsterdam, the Netherlands) referenced
to the Common Mode Subtraction-Drift Right Leg (CMS-DRL) ground
(common mode reference for online data acquisition and impedance
measures, which is a feedback loop driving the average potential across
themontage close to the amplifier zero). The signalswere amplified and
analogue bandpass filtered between 1 and 100 Hz and were digitized
with 24-bit resolution.

2.4. Analysis and classification

Twenty-four-hour EEG and EMG recordings were analyzed. The fol-
lowing five vigilance states: AW, PW, LSWS, DSWS, and REM sleep, as
well as a number of transitions between them,were identified automat-
ically for 2-s epochs based on EEG, EMG, and bodymovements (passive
infrared, PIR detection) following validated criteria [34] (Fig. 1). The du-
ration of the epoch length was chosen to obtain a desired level of fre-
quency resolution and, at the same time, to avoid nonstationarity
segments [35]. An epoch length of 2 s was found to satisfy both criteria:
stationarity and stability for power analysis, which is crucial in systems
using power spectra and their ratios for sleep–wake determination [36].
A 2-s epoch is short enough to prevent the statistical parameters form
changing during the epoch (it provides the smallest possible deviance
in beginning–ending of stages) and to follow the rat sleep–wake dy-
namics [34,36]. Moreover, this particular epoch duration was also cho-
sen with regard to the duration of SWDs (they have a variable length
from 1 to ca 10–15 s), which, together with their occurrence across
24 h, was scored automatically based on the EEG signal from a frontal
electrode according towell-established criteria: spike–wave complexes
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Fig. 1. Example of a representative/typical time series of different sleep–wake states for a male, adult WAG/Rij rat during the first hour of the light (a) and the dark phases (b). SWD =
spike–wave discharges, REM = REM sleep, DSWS = deep slow-wave sleep, LSWS= light slow-wave sleep, PW = passive wakefulness, AW= active wakefulness.
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of a frequency of 7–11 Hz (about 10–11 Hz at the beginning and lower-
ing slightly towards end), duration of at least 1 s, amplitude of at least
twice the background EEG, next they were verified visually [37,38].
The 2-s epoch length allows to include the putative effects of
microarousals and short and quick changes in sleep–wake states on
the occurrence of SWDs.

The whole recording was split into continuous, not overlapping 2-s
intervals; a number was assigned to each of the considered six states
(categories), and this resulted in discrete sequences of values corre-
sponding to the different states. An example of time series of different
sleep–wake states is plotted in Fig. 1.

After the procedure of classification, a single continuous time series
of categorical (or nominal) data with sampling interval of 2 s (sampling
rate: 0.5 Hz) was obtained based on the combined outcomes from the
sleep classifier and SWD detection procedure. These time series consist
of nominal data: the six states coded with certain numbers/values (it is
incorrect to say for example that LSWS is 3 timesmore than AW, or that
AW DSWS = REM) and nominal data do not allow to use cross corre-
lation, coherency, mutual information/transfer entropy, Granger causal-
ity etc., to analyze interdependencies between the six states. Moreover,
some of these often used methods estimate the interdependencies be-
tween time series. Therefore, the main analysis tools used here to ana-
lyze a single time series with nominal data were unconditional and
conditional probability distributions plotted as histograms; they are
still considered as a first analysis step for categorical data [39]. Uncondi-
tional distributions were estimated by calculation number of events p
(xi), corresponding to each state, per recording (this value is also
known as a “frequency”), and then by normalizing this number to the
total number of events. As an event, either any continuous intervals of
the considered state i of any length, or 2-s intervals were considered.
Conditional distributions were estimated similarly, but only the events
of the state i following (or preceding) the chosen state n were consid-
ered. Shannon entropy was used as a metric to describe and analyze
the probability distributions of the conditional transitions of the six dif-
ferent states in the light and dark phases separately. The conditional
transition from state xn was calculated as:

H x∨xnð Þl ¼ −∑6
i¼1p xi∨xnð Þl log p xi∨xnð Þl

� � ð1Þ

where p(xi ∨ xn)l is a conditional probability of event xi if the event xn
was observed l time points (in our case, each time point equals to 2 s)
before or will be observed after (if l b 0). For a review of the conditional
distribution and Shannon entropy methods, see refs. [40–42].

A chi2 test was used to measure the dependency of transitions
between categories in the light and dark phases [43–45], followed by
t-tests to describe differences in percentages of the various states be-
tween the light and dark phases.

Finally, it was analyzed whether there is a circadian modulation in
the type of transitions to SWD occurrences. Correlations between the
hourly number of different transitions and the number of SWDs were
determined in every hour of the light-dark (LD) period.
3. Results

The chi2 test for categorical data was performed to reveal differences
between the distributions of the 6 states in the light and dark phases.
This test considers the values plotted in the histograms as presented in
Fig. 2, showing the percentage of total time and standardized number of
times that an event occurred, respectively. The distribution of the total
time occupied by the different states is significantly different for the light
anddarkperiods (pb .001), however, thedistributionof thenumberof dif-
ferent states shows only a tendency (p b .10).

Analysis of the percentages of time of the various vigilance states
across 24 h in the light and the dark phases is presented in Fig. 2. It
showed the usual phase-related differences regarding total time of
AW, LSWS, DSWS, and SWDs (all p-values b .05). Active wakefulness
and SWDs predominantly occurred in the dark phase, while DSWS
and LSWS preferably were dominantly noticed in the light phase.
Rapid eye movement sleep and PW occupied approximately equal
amounts of time in each phase.

Comparison between the distribution histograms for the total length
and the number of events (Fig. 2) suggested that the mean length of
SWDs does not vary between light and dark phases, however, the num-
ber of SWDs is much larger in the dark phase. The number of events of
AW is relatively small, but their length, especially during the dark phase,
is high. Passive wakefulness behaves oppositely: a large number of rel-
atively short episodes. The number of events of LSWS is a bit larger than
of DSWS, but deep sleep episodes last longer.While the total time occu-
pied by REM and PW is equal in both phases, the number of events and
therefore, their mean length, is slightly different. For PW, it is longer in
the light period, for REM sleep longer in the dark period.
3.1. Conditional distribution

The conditional distributions of all possible transitions between all 6
states were computed. Since for all considered regimes themean length
of a state is much longer than 2 s, themost frequent transition is always
the transition to the same state. Therefore, in order to observe the tran-
sitions between different states, not events (i.e., the 2-s epochs), the
transition probabilities treating all successive identical events as one
state were calculated. Conditional probabilities for the latter approach
are plotted in Figs. 3 and 4.

Chi2 tests for categorical data were performed to reveal difference
between light and dark. The results show a significant difference for
events precedingAW(p b .05) and LSWS (p b .0001), and events follow-
ing LSWS (p b .02) and DSWS (p b .0001).

From Figs. 3 and 4, it can be seen that the most frequent event pre-
ceding SWDs is AW, while seizures are most often followed by LSWS,
PW, and AW. Interestingly, PW is the second most frequent state in
the light, and AW in the dark. Active wakefulness is usually preceded
or followed by PW, the next most frequent is LSWS in the light phase,
but SWDs in the dark phase. After PW, AW most likely occurs, the
next most frequent is LSWS in the light phase, and SWDs in the dark
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Fig. 2.Distribution of the total amount of time for the different states in twophases of the 12:12-h light–dark cycle computed from24-h and averagedover all 12 animals: (a) – light phase,
(b) – dark phase. Histograms of distribution of the number of episodes of different states in the two phases of 12:12-h light–dark cycle computed from 24-h and averaged over all 12
animals: (c) – light phase, (d) – dark phase. Mean and standard error of the mean (SEM) are presented. AW = active wakefulness, PW = passive wakefulness, LSWS = light slow-
wave sleep, DSWS = deep slow-wave sleep, REM = REM sleep, SWD = spike–wave discharges.
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phase. Deep slow-wave sleep switches most likely to LSWS and vice
versa in both phases. Second most frequent switch is from PW (albeit
with a low probability) in the light phase, but SWDs in the dark. Deep
Fig. 3. Conditional probabilities of transitions from all scored states (i.e., including same state tr
occurs ismarked in title of the plots). The light phase is marked in orange; the dark phase isma
asterisk (* p b .05, ** p b .01, *** p b .001, ****p b 10−4 two-sided, two sample t-test). AW= activ
slow-wave sleep, REM= REM sleep, SWD = spike–wave discharges. (For interpretation of th
article.)
slow-wave sleep is the most frequent state before REM sleep in both
the light and dark periods, but the second most frequent is different:
LSWS in the light phase and SWDs in the dark phase. Activewakefulness
ansitions between 2-s epochs) to any other state (name of state fromwhich the transition
rked in blue. The significant differences between light and dark phases were marked by an
e wakefulness, PW=passive wakefulness, LSWS= light slow-wave sleep, DSWS= deep
e references to color in this figure legend, the reader is referred to the web version of this



Fig. 4. Conditional probabilities of transition from one state (i.e., excluding 2-s same state transitions) to another state (name of the state fromwhich transition occurs ismarked in title of
plots). The light phase ismarked in orange; the dark phase ismarked in blue. The significant differences between the light and dark phases weremarked by an asterisk (* p b .05, ** p b .01,
*** p b .001, ****p b 10−4 two-sided, two sample t-test). AW=activewakefulness, PW=passivewakefulness, LSWS= light slow-wave sleep, DSWS=deep slow-wave sleep, REM=REM
sleep, SWD = spike–wave discharges. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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and LSWS follow REM sleep. Activewakefulness occursmost frequently
before SWDs both in the light and dark phases, however, the second
most frequent state is different: PW in the light and DSWS in the dark.
Spike–wave discharges aremostly followed by L SWS ; PW is the second
most frequent in the light, and AW in the dark. To visualize transitions,
diagrams of the most frequent transitions are plotted in Fig. 5. The dia-
gram also shows that the SWDs preceding and follow-up states are
rather different for the two phases: in the light period, SWDs aremainly
preceded byAWandPWand followed by LSWS and PW; in the dark pe-
riod, SWDs can be preceded by all states and are mainly followed by
AW, LSWS, and DSWS (see Figs. 3 and 4 for details).

The analyses of the correlations between the hourly number of dif-
ferent types of transitions and the number of SWDs (data are not pre-
sented) showed that the correlations were generally low, but certainly
higher in the dark compared to the light phase. The correlations of the
number of transitions from AW and DSWS to SWDs and the number
of SWDswere higher than for the other three states. Finally, the correla-
tions did not differ a lot in the various hours of the day.

3.2. Conditional Shannon entropy

Shannon entropy was calculated from the conditional probabilities
of all transition between the states with different time lags l from 2 to
20 s. Shannon entropy helps to integrate results and visualize them,
since plotting and analyzing histograms of conditional distributions
for many different time lags are time consuming. In addition, Shannon
entropy gives a single and comparable value for characterizing the pre-
dictability for transitions to and from any state.

The resulting dependences of Shannon entropy for the different lags
for all types of states, separated for the light and dark phases, are plotted
in Fig. 6. Fig. 6a shows the predictability of a given state based on the pre-
vious event type for AW, PW, LSWS, DSWS, REM, and SWDs, while Fig. 6b
shows predictability of future events based on the current one. The higher
the value of entropy, the lower the predictability of the current type of
event (or predictability of event following a current one). H = 0 corre-
sponds to complete certainty, while the maximal possible value of en-
tropy H= log2(6) ≈ 2.585 corresponds to a completely random process.

Active wakefulness was rather predictable event from the preceding
states, its predictability was higher in the dark phase in comparison to
the light one (Fig. 6a). Active wakefulness scored also rather high in the
prediction of future states and again better in the dark phase of the LD
cycle (Fig. 6b). Passive wakefulness is difficult to predict and predicts lit-
tle, and this was completely independent on the phase of the photope-
riod. Deep slow-wave sleep and REM sleep entropy values are also low,
therefore, their occurrence can be rather well-predicted, as well as their
occurrence predicts other states. Interestingly, the predictability of
DSWS and LSWS and how well these two states predict other states is
not very different for the light anddark phases, although their predictabil-
ity is higher in the light than in the dark phase (Fig. 6a and b) and this is
opposite to what is found for AW and PW. Deep slow-wave sleep and
REM sleep relative flat entropy curves suggest that the presence of either
state has consequences for what happens in the subsequent time period.
In contrast, LSWS is the least predictable, nor it predicts strongly subse-
quent states. Rapid eyemovement sleep can be better predicted and pre-
dicts better other states in the dark phase. Spike–wave discharges have
already a high entropy value at the low time lags, the highest of all states
and reach the asymptotic value rather quick,more quickly than any other
state. This is the case both regarding the states that predict SWDs from the
preceding states (Fig. 6a), as well as the predictability of future states
based on the presence of SWDs (Fig. 6b). It is interesting that while the
number of episodes of SWDs is higher in the dark versus the light
phase, its predictability does not differ and remains very small at all
time lags except l = 2 s.

4. Discussion

The potential of sleep–wake states for predictability of the occur-
rence of SWDs across the 24-h light–dark cycle was investigated by



Fig. 5. Diagram of the most frequent transitions (lines and rectangles are solid) and the next most frequent transitions (lines and rectangles are dashed) between regimes. Transitions,
which are different between light/dark phases, colored with green/blue, similar transitions plotted in black. AW= active wakefulness, PW = passive wakefulness, LSWS= light slow-
wave sleep, DSWS = deep slow-wave sleep, REM = REM sleep, SWD = spike–wave discharges. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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means of conditional probabilities and Shannon entropy in WAG/Rij
rats, a well-established genetic animal model of CAE. Significant differ-
ences in absolute duration of vigilance states and SWDs, conditional
probabilities of transitions between them, and a different level of pre-
dictability with regard to the state and the phase of the light–dark
cycle have been found.
The study confirmed the well-established phase-related differences
in the total duration of sleep–wake states across 24-h cycle in rats [46].
Typically for nocturnal rodents, the dark phase in WAG/Rij rats was
dominated by long duration episodes of AW. In the light phase, slow-
wave sleep, in a form of relatively long bouts of DSWS, predominated.
In accordance with previous studies, the number of SWDs prevailed in
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?Fig. 6. Dependence of conditional Shannon entropy (1) on time (with time step 2 s) averaged over all rats for transitions to any state (a) and from any state (b). The gray line at the value H = log2(6) ≈ 2.585 is the highest possible value, which
corresponds to the casewhen all state types are equally possible after the chosen one. Error bars show the standard deviation over rats. AW=activewakefulness, PW=passivewakefulness, LSWS= light slow-wave sleep, DSWS=deep slow-wave
sleep, REM = REM sleep, SWD = spike–wave discharges.
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the dark phase, however, their length did not vary between light and
dark [20]. An earlier study investigating the circadian rhythmicity of
SWDs inWAG/Rij rats found the same phenomenon: a strong, high am-
plitude rhythm in the number of SWDs with a clear difference between
light and dark. In contrast, the rhythm in the mean duration appeared
weak with no phase-related differences [19,20].

Analysis of conditional probability of transitions to and from SWDs
revealed that SWDs were most often preceded by AW and followed by
LSWS. The relationship was stable regardless of the hour and the phase
of the photoperiod, placing SWDs within the pathway from AW, via
PW towards LSWS. While in the light phase, SWDs occurred around
PW (the second most probable state preceding and following SWDs);
in the dark phase, SWDs were seen before all sleep and wake stages
and preferentially after both slow-wave sleep stages. Moreover, AW
was second to follow SWDs in the dark, suggesting that SWDs were a
part of awaking process or the awakenings tend to abort ongoing
SWDs. The study of Drinkenburg and coworkers [32], which analyzed
the distribution of sleep–wake states preceding and following SWDs in
WAG/Rij rats, found PW and LSWS the most favorable states for the
occurrence of SWDs. Similar results were obtained in Genetic Absence
Epilepsy Rats form Strasbourg (GAERS), in which quiet wake and the be-
ginning of slow-wave sleep were the most frequent to precede SWDs
[47]. Active wakefulness directly preceding SWDs was found only in
small number of cases, 7 and 9% in the work of Sysoeva et al. and
Drinkenburg et al., respectively [30,32]. These discrepancies between
the previous studies and the present work might result from the fact
that earlier studies did not include a full 24-h period, but only 4 h of
the dark phase [30] or 6 h of both phases [32]. Drinkenburg and co-
workers analyzed every 5 s before and after SWDs [32]; in Lannes et al.,
the EEG was analyzed second by second [47]. In the present study, the
resolution of the scoring systemwas 2 s; the whole 24 h were analyzed;
the phase divisionwasmade; and in order to analyze only transitions be-
tween different states, all successive events of the same state were
treated as one. Accordingly, all the studies, also in patients, reported a
transitional period (i.e., in terms of changing from one state of oscillatory
brain activity to another) as the SWDs' occurrence zone, however, phase-
related differences in transitions around SWDs as found in the present
study, were not shown previously [6,32,47].

Further analysis of the conditional probabilities of the transitions be-
tween sleep–wake states (Fig. 7) in the light and dark periods showed
that AWwas most often followed by PW, and that PW was most often
followed by AW. The intertwining of AW and PW in WAG/Rij rats is
wake

sleep

REM

AW AW

PW

PW

LSWS

DSWSDSWS

REM

SWDs SWDs

LIGHT
most probable
second most probable

LSWS

Fig. 7. Comparison of sleep–wake states transitions in the 12-h light and 12-h dark phases o
photoperiod, were those occurring between both wakefulness stages: AW and PW, and both s
regarded SWDs. During the light phase, SWDs were preceded by AW and PW and followed b
wave sleep stages. Therefore, the variability of transitions around SWDs was greater during t
were both slow-wave sleep stages, while in the dark phase, REM sleep was seen most often
wave sleep, DSWS = deep slow-wave sleep, REM = REM sleep, SWD = spike–wave discharg
independent of the phase of the photoperiod. The correlation analyses
showed little variation between successive hours. These findings sug-
gest a strong and stable bond between these two states; this is in accor-
dance with the study of global forebrain dynamics by Gervasoni et al.
[48]. These authors found that the transitions between active and
quietwakefulness are themost frequent among all transitions. A similar
relationship was seen for the cycle of slow-wave sleep; here, LSWS was
most often followed by DSWS and vice versa, while REM sleep was gen-
erally preceded by DSWS, and followed by LSWS in the light and by AW
in the dark phase of the 12-12 light–dark phase. However, the close in-
terrelationship was more clearly present during the light phase. In the
dark phase, this cyclewas interrupted by SWDsbeing themost probable
to precede LSWS and the second most probable to precede DSWS. Ac-
cording to Simasko and Mukherjee [49], the sleep–wake cycle of the
rat is characterized by rapid switches between brief periods of wakeful-
ness, slow-wave sleep, and REM sleep. The number of episodes of vigi-
lance cycling was greater in the dark phase, which created more
opportunities for sleep–wake transitions, the favorable situation for
the occurrence of SWDs. A previous study investigating the sleep–
wake cycle in WAG/Rij rats revealed that older rats, having more
SWDs, had shorter sleep–wake cycle with shorter slow-wave sleep ep-
isodes when compared to younger counterparts [50]. Moreover, al-
though in this study only the light phase was investigated, the latter
part of it in older rats was characterized by a shorter sleep–wake
cycle. Interestingly, none such differences were found in a control
nonepileptic strain. Together, these observations suggest that more fre-
quent transitions correlate with increased number of SWDs and a circa-
dian factor modulating the sleep–wake cycle.

Increased frequency of the occurrence of SWDs in the dark phase
and the heterogeneity with regard to the sleep–wake states they pre-
cede might be also related to the progressive desynchronization of
sleep–wake rhythms across 24 h. In rats, entrained to LD 12:12, the
sleep–wake cycle is strong and dominated by 24-h periodicity. How-
ever, the circadian factor is not the only determining factor characteriz-
ing the occurrence of the different sleep–wake states. Stephenson et al.
[51] reported that the period of ultradian rhythms in wake, slow-wave,
and REM sleep in rats kept in 12:12 photoperiod varies randomly across
a day within a range of 3 to 6 h. Moreover, a phase-related difference
was noticed: there was a more prominent rhythm during the light
than during the dark phase. This was explained by a progressive
desynchronization of ultradian oscillations from the moment of light
onset throughout the circadian cycle [51]. Our previous study revealed
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f the 24-h light–dark cycle. The most stable transitions, not influenced by a phase of the
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he dark phase. Similarly, most probable transitions around REM sleep in the light phase
before AW. AW = active wakefulness, PW = passive wakefulness, LSWS = light slow-
es.



208 M.K. Smyk et al. / Epilepsy & Behavior 96 (2019) 200–209
that circadian desynchronization induced via constant light conditions
aggravated epileptic activity (more SWDs) in the same WAG/Rij
model [20]. Although incomparable in severity to the complete removal
of a potent Zeitgeber, a slight decrease in synchronization between
rhythms of different ultradian periods towards the end of the dark pe-
riod in a 24-h day might contribute to the higher number of SWDs
and their preference to occur following different vigilance states.

Another phase-related difference regarded REM sleep. If the rat en-
tered REM sleep in the light phase, it was more probable that the
sleep cyclewould continue. However, in the dark phase, instead of turn-
ing into LSWS, REM sleep was followed by AW more frequently, as re-
ported also by others [52].

Analysis of Shannon entropy revealed that AW was the most pre-
dictable, as well as it predicted the other states the best. A phase-
related difference was noted with lower values of Shannon entropy in
the dark phase pointing to better predictability in that period. On the
other hand, the occurrence of LSWS seems to be difficult to forecast,
worse in the dark compared to the light phase. This might be explained
by predominance of AW in the dark phase and LSWS in the light phase.
However, in other states characterized by phase-related disproportions
of total time showing high or very low predictability (DSWS and SWDs,
respectively), values of Shannon entropy were not different between
phases of the photoperiod. Some other factors than just simply total du-
rationmust contribute to phase-related differences in the predictability
of specific behavioral states.

Spike–wave discharges were the least predictable events among all
states investigated. Their predictability was the highest at time lag l =
2 s which can be explained by the fact that the mean duration of SWD
is larger than 2 s. At higher time lags entropy quickly increases towards
the asymptote (Fig. 6). Spike–wave discharges are strongly modulated
by the biological clock and have a strong circadian rhythm, it is obvious
that this feature can be used to seizure prediction routines. Otherwise,
across the 24-h day, SWDs remain rather “sudden” events on time
scales larger of 4 s and more [22]. This correlates with some recent
works, where the earliest changes in network activity preceding
SWDs were found at maximum 3–3.3 s before its onset [28,30]. Also,
studies investigating the usefulness of permutation and sample entropy
for the predictability of SWDs in another commonly used geneticmodel
of absence epilepsy, rats of the GAERS strain, showed a predictability
horizon of about 4,9 s and 3,7 s, respectively [53].

Results of the additional hour-by-hour analysis of the correlations
between the number of transitions from various sleep–wake states
into SWDs and the number of SWDs across 24-h stays in agreement
with the results obtained by means of Shannon entropy. The correla-
tions from AW and DSWS transitions with SWDs were more numerous
than for the other states; they were also more frequent during the dark
phase. Lack of variation in the correlation coefficients across the 24-h
period suggests a relative stability of the preference of SWDs to occur
after a particular states of vigilance.

The present study investigated the usefulness of the sleep–wake
states and the circadian factors for predictability of the occurrence of
SWDs. Similar approaches have been used in patients in attempts to re-
fine seizure prediction algorithms. Schelter and coworkers investigated
false predictions of seizures, their dependence on the time of a day, and
state of vigilance [54]. Adjusting the seizures-prediction method, the
dynamic similarity index, by combining different reference states, re-
sulted in almost 50% reduction in false predictions with only a minor
loss of sensitivity [54]. Similarly, incorporation of patient-specific circa-
dian information into electrocorticography-based logistic regression
classifiers in the study of implantable seizure-warning device by Karoly
and coworkers increased the performance of the seizure-prediction al-
gorithm [55]. Although the present results regarding predictability of
SWDs showed that inWAG/Rij rats, SWDs are rather sudden events, de-
tailed investigation of sleep–wake cycle, SWD's relationship with spe-
cific states, and circadian factors shaping these relationships, might be
combined in already existing SWD prediction algorithms [15].
A final question is why SWDs prefer certain situations within the
vigilance continuum. It is well-known that thalamic relay cells fire in
two modes: tonic and burst modes. The tonic mode is typical for AW
and REM sleep, the burst mode for different types of thalamo-cortical
oscillations, either sleep spindles, SWDs, or delta oscillations. The rest-
ing membrane potential (RMP) of the thalamic relay and RTN cells is
the constituent factor for the type of firing: tonic in case of a depolarized
RMP, burst firing when more hyperpolarized. A range of hyperpolariza-
tion values determines the frequency of the interspike bursts firing
mode; slightly hyperpolarized sleep spindles, SWDs and LSWS, more
hyperpolarized, the lower the burst firing frequency and DSWS occurs.
Afferents stimuli from the cortex, brainstem, and from theperiphery de-
termine the RMP of thalamic relay cells. Excitatory inputs typical for AW
and REM sleep depolarize the RMP and thalamo-cortical oscillations of
the SWD type are less likely to occur. It is only at the transition phases
such as from AW to PW to LSWS that a sufficient number of thalamic
cells become slightly hyperpolarized and that the thalamus enters a re-
ceptive state to transform the cortical trigger into oscillations of the
SWD type. In case ofmore hyperpolarizations, typical for DSWS, a larger
majority of thalamic cells fire with a low interburst frequency reflected
by slow delta waves and the thalamus is no longer in a receptive state.
Moreover, the cortico-thalamic drive, which may trigger the onset of
the generalized SWDs, is reduced during DSWS compared to AW [56].
Evidence, although somewhat indirect, for a particular receptive state
is that 8 Hz after discharges, morphological identical to SWDs and elic-
ited via either cortical or thalamic stimulation, occur mainly during PW
and not during AW and DSWS [57,58], and that the thalamic EEG shows
a typical low frequency pattern less than 500msec before the onset of a
SWD [26].

5. Conclusions

The study assessed whether a distribution of vigilance states orga-
nized into 24-h sleep–wake cycle might be useful for the predictability
of the occurrence of SWDs in WAG/Rij rats. The results obtained by
means of conditional probabilities and Shannon entropy suggest that
SWDs possess only a very short prediction possibility (less than 4 s): in
contrast to deep slow-wave and, to a lesser extend AW. The study re-
vealed also phase-related differences in the organization of the sleep–
wake cycle and transitions around SWDs: during the light phase, SWDs
occurred around PW and participated exclusively in sleep initiation;
while in the dark phase, SWDs were seen on both, ascending and de-
scending pathways towards and from sleep. Our results also emphasize,
besides the unpredictability of SWDs based onpreceding vigilance states,
the importance of the circadian factor in the generation of these types of
epileptic discharges, and the short prediction window immediately be-
fore SWDs onset. These latter characteristics can be implemented into
seizure-prediction algorithms increasing prediction rate. The results of
the present experiment might find a practical application in better pre-
diction of the previously thought unpredictable generalized seizures.
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